MPRI 1-22 Basics of Verification 2025

Solutions to DM 4

Homework 1. Build the Biichi automaton for the following formulae using the method seen
during the course: (1) G(a — (bU¢)), and (2) GFb — FGa.

Solution. Too big to do without losing sanity. Apologies for having given this question. O

Homework 2. Give an LTL formula ¢, of size O(n) over AP = {py,...,p,—1} that simulates
an n-bit counter. To be more precise, the models of ¢,, are exactly the infinite words in (247)
where, at each position 4, the valuation of (py,...,pn—1) encodes an n-bit binary number v;, and
for all i > 0, vi41 = (v; + 1) (mod 27).

Also provide a tight lower bound on the size of any equivalent Biichi automaton.

Solution. One possible LTL formula would be

n—2

G(pn—1 «» Xpn—1) A /\ G ((pi «» Xpi) < (Pig1 A XDig1)) -
=0

Here we assume that if 4 < j then p; represents a more significant bit than p;. Essentially, the
LTL formula says that the least significant bit always alternates between words, and that the
i-th bit changes only when the (i 4+ 1)-th bit changes from 1 to 0.

Any corresponding Biichi automaton A must have at least 2" states. Assume the contrary.
There are exactly 2" words {w;},-;<on that can be accepted by A; each w; satisfies the counter
behavior and its first letter is interpreted as the binary representation of i. Each word w; can
be written as bY where |b;| = 2". As A has less than 2" states, there exist ¢ # j and a state
g such that the accepting runs of A on w; and w; both reach ¢ after the first iteration of b;
and b; respectively. It follows that the word b;b} is also accepted by A. However it violates the
expected behavior of an n-bit counter, so we have a contradiction.

The lower bound of 2" is a tight lower bound, as demonstrated by the following automaton
where all states are initial states, ¢; is the only final state, and z; € 247 is naturally obtained
from the n-bit binary representation of 3.




